
Xoriant CloudIO Accelerator Installation on AWS

Prerequisites:
● Confluent Cloud Subscription - Basic Optional
● Redis Standard Subscription. - Optional
● AWS:

○ VPC with a security group
○ MYSQL serverless RDS
○ Load Balancer
○ Target Group for Load Balancing
○ Amazon ECR for CloudIO Repository
○ Amazon ECS for container services.

Installation Steps:

● Kafka Setup

○ Create a new environment in confluent cloud by clicking on the add new
environment button.

©2023 CloudIO-ALL RIGHTS RESERVED



○ Enter a name for your environment and click on create button.
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○ Choose the stream governance package as per your requirement.
Note: Essentials would be enough if there are fewer workflow events and
scheduled jobs in the application.
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○ Choose the region where you would like to deploy the CloudIO application and
click on enable button.

○ Click on the create cluster on my own button to create a cluster.
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○ Choose the configuration based on your requirement.
Note: Basic would be enough if there are fewer workflow events and
scheduled jobs in the application.
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○ Choose the region (where the CloudIO application would be deployed) and the
availability based on your requirement and click on continue button.
Note: Single zone availability would be enough if there are fewer workflow
events and scheduled jobs in the application.

○ Clicking Continue button in above screenshot would take you to the payment
section where you need to provide the payment details.
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○ Enter the name of your cluster and Click on Launch Cluster.
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○ Click on Get Started at the Setup Client section of the Cluster overview screen.
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○ In the new Client screen, click on the Rust in choose your language section.Click
on the Create Kafka cluster API key, make sure to note down these values as
these would be needed in the further configuration. Also, copy the configuration
by clicking on the copy button in section 2.

○ Create the below topics once you create a cluster (Mandatory)
(Topic Name - No of partitions required)

1. io_leader - 1
2. wf_events - 3
3. WF - 3
4. io_events - 1
5. io_node_events - 1
6. io_logs - 1
7. io_actives - 1
8. io_pubsub_events - 1
9. io_pubsub_event_data - 1
10. io_log_subscriptions - 1
11. io_scheduler_status - 1
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● Redis Setup

○ Click on the New Subscription button.

○ Choose the aws cloud vendor, region in which CloudIO will be deployed, plan
which suits to your requirements. Enter a Name for your subscription and click
on Create Subscription after selecting the appropriate plan.
Note: Standard 30 MB would be enough for applications which doesnt have
workflow events and scheduled jobs.
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○ Click on New database button in the Subscription page.

©2023 CloudIO-ALL RIGHTS RESERVED



○ Leave everything as default in the New database creation page. Enter a name for
the database. Copy the Redis password as this would be needed in the CloudIO
Installation. Click on Activate Database button.

● AWS Setup
○ Target Group

■ Navigate to the Target Groups section in the AWS EC2 Console. Click on
Create Target Group button.
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■ Choose the target type as IP Addresses, Enter a target Group Name,
choose the VPC in which you have provided access to the CloudIO
Application and click on Next button.

■ Click on Create Target Group button.
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○ Load Balancer
■ Navigate to the Load Balancers in EC2 Console and Click on Create Load

Balancer.

■ Click on Create Button under the Application Load Balancer.
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■ Enter the name of the load balancer and choose the Internet-facing
scheme in the Basic configuration section.

■ Choose the VPC and the Subnet Mappings to allow access to the
CloudIO Application in the network mapping section.

■ Choose the security group to which CloudIO application will have access
to in the security groups section.
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■ Add HTTP and HTTPS listeners and forward them to the Target group
created above. Select the SSL certificate which you will be using for
CloudIO application for the Secure Listener.
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■ Click on the Create Load Balancer button after completing the above.

■ Once Load balancer is created, under Listeners tab, click on the rule for
HTTP listener. This will take you to the rules page for the HTTP listener.
Click on the manage rules button.

■ Edit the rule and modify it as follows and click on the Update button.

■ Click on the rule for HTTPS listener. This will take you to the rules page
for the HTTPS listener. Click on the manage rules button.
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■ Add a new Rule as follows.

■ Edit the Existing rule as follows.

■ Click on update after adding and updating the rules.
○ Aurora MySQL

■ Navigate to RDS Management on AWS and click on Create Database
button.

■ Choose Standard Create, Amazon Aurora engine type, Amazon Aurora
MySQL-Compatible Edition, Aurora MySQL 3.02.2( or latest)
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■ Choose Production or Development as template based on the CloudIO
installation type (DEV or PROD).Enter the data base cluster identifier of your
choice. Enter a Master Username and Master Password and note these down
as these would be need to setup cloudio schemas in MySQL.

©2023 CloudIO-ALL RIGHTS RESERVED



■ Choose Serverless DB Instance Class with 0.5 Minimum ACUs and 8
Maximum ACUs. Choose the Multi-AZ deployment if this is a Production
Setup for High Availability.
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■ Choose the VPC, Subnet Group, Security Groups so that CloudIO will have
access to and make sure to choose Public Access as Yes for accessing the
database from Client tools.
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■ Leave the rest of the configuration as default and click on the create
Database.

○ Amazon Elastic Container Registry
■ Nvaigate to Amazon Elastic Container Registry and click on Create

repository button.
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■ Enter the name of the repository and click on Create repository.

Note: Copy the URI of the repository, this will be used in the CloudIO
Setup.
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○ Amazon Elastic Container Service
Note: Please complete the CloudIO Setup before this step.

■ Task Definitions
● UI

○ Navigate to the Amazon Elastic Container Service -> Task
Defintions. Click on Create new Task Definition.

○ Enter the task definition name as ui. Under container 1
section, enter the name of the container of your choice,
Image URI as the Repository image URI in the Amazon
ECR Repository, Container port as 3090, Protocol as TCP
and Environment Variables as below.

■ SCHEDULER : false
■ API : true
■ STORAGE_REGION : region where cloudio would

be deployed.
■ WORKFLOW : false
■ INSTANCE_ID : unique identifier of your choice.
■ MT_DATABASE_HOST_PORT : DB URL of the

Aurora MySQL which was created for CloudIO.
○ Choose 0.25 CPU and 0.5 GB Memory in the environment

section and click on Create.

©2023 CloudIO-ALL RIGHTS RESERVED



● Scheduler
○ Navigate to the Amazon Elastic Container Service -> Task

Defintions. Click on Create new Task Definition.

○ Enter the task definition name as scheduler. Under
container 1 section, enter the name of the container of your
choice, Image URI as the Repository image URI in the
Amazon ECR Repository, Container port as 3090, Protocol
as TCP and Environment Variables as below.

■ SCHEDULER : true
■ API : false
■ WORKFLOW : false
■ INSTANCE_ID : unique identifier of your choice.

○ Choose 0.25 CPU and 0.5 GB Memory in the environment
section and click on Create.

● Workflow
○ Navigate to the Amazon Elastic Container Service -> Task

Defintions. Click on Create new Task Definition.
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○ Enter the task definition name as workflow. Under
container 1 section, enter the name of the container of your
choice, Image URI as the Repository image URI in the
Amazon ECR Repository, Container port as 3090, Protocol
as TCP and Environment Variables as below.

■ SCHEDULER : false
■ API : false
■ WORKFLOW : true
■ STORAGE_REGION: Region where CloudIO

would be deployed.
■ INSTANCE_ID : unique identifier of your choice.

○ Choose 0.25 CPU and 0.5 GB Memory in the environment
section and click on Create.

○
■ Cluster

● Navigate to the Amazon Elastic Container Service ->Cluster and
click on Create Cluster button.
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● Choose cluster name, VPC and subnets to which CloudIO would
have access to, AWS Fargate Infrastructure and click on Create
button.
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● Services
○ UI

■ Navigate to cluster created above and click on
Create button at the Services tab

■ Choose ui as family and revision as latest and
service name as ui in the deployment configuration
section.
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■ Choose the VPC, Subnets and Secuiry group to
which CloudIO will have access to in the
networking section.
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■ Use the load balancer, target group created in the
Load balancer section and click on create button.

○ Scheduler
■ Navigate to cluster created above and click on

Create button at the Services tab
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■ Choose scheduler as family and revision as latest
and service name as scheduler in the deployment
configuration section.
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■ Choose the VPC, Subnets and Secuiry group to
which CloudIO will have access to in the
networking section.

○ Workflow
■ Navigate to cluster created above and click on

Create button at the Services tab
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■ Choose workflow as family and revision as latest
and service name as workflow in the deployment
configuration section.
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■ Choose the VPC, Subnets and Secuiry group to
which CloudIO will have access to in the
networking section.

● CloudIO Setup
○ Once you obtain a license from CloudIO, follow the instructions to download

cloudio-platform.zip and unzip to a directory and update the .env file with
appropriate values for the following environment variables

Environment
Variable

Description

API Set it to true to enable the API
Service (UI Backend)

SCHEDULER Set it to true to enable the
scheduler service

WORKFLOW Set it to true to enable the
workflow service

IO_ENV development/test/production

LOG_OUTPUT file or console
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REDIS_URL URL of the redis instance installed
above

JWT_SECRET Used to encode/decode JWT
tokens

ARGON_SECRET Used for password hashing

DATABASE_URL MySQL database URL. Make sure
to include the schema name
cloudio as well as part of the
URL. Refer to the sample
below.

READONLY_DAT
ABASE_URL

Used for running ad hoc queries
from SQL Worksheet

DB_ROOT_CERT
_PATH

CA cert path

DB_PKCS12_PAT
H

Private key in PKCS12 format

DB_PKCS12_PAS
SWORD

Private key password if any

DB_ACCEPT_INV
ALID_CERTS

To accept invalid certs (self signed
certs)

DB_SKIP_DOMAI
N_VALIDATIO
N

To skip domain validation

BOOTSTRAP_SE
RVERS

Kafka bootstrap server URL. If
using a cloud instance from
confluent then provide
appropriate values for the
additional variables
SECURITY_PROTOCOL,
SASL_MECHANISMS,
SASL_USERNAME &
SASL_PASSWORD provided
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by confluent cloud when
creating a new kafka cluster

INSTANCE_ID A unique name for this instance

HOST An IP address and port
combination on which the web
server listens for incoming
connections. You can run
multiple instances on the same
host with different ports and/or
on multiple hosts depending
on the load. A single instance
can scale upto a million
requests per 20 minutes.

API_RATELIMIT Number of API calls allowed per
IP address per hour

SMTP_HOST SMTP Host Name to be used for
sending email alerts

SMTP_USERNAM
E

SMTP Username

SMTP_PASSWOR
D

SMTP Password

SMTP_FROM From email address to be used for
the outbound emails

STORAGE_ACCE
SS_KEY

Minio/S3 Access Key

STORAGE_SECR
ET_KEY

Minio/S3 Secret Key

TMP_DIR Temp directory path

ALLOW_SQL_WO
RKSHEET_UP
DATES
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○ Once extracted, navigate to the cloudio folder from terminal and run the pull.sh
file to get the latest CloudIO build.
cd cloudio
./pull.sh

○ After pulling the latest build, push the image to the amazon container registry
using the push commands.

■ Retrieve an authentication token and authenticate your Docker client to your
registry.
Use the AWS CLI:

aws ecr get-login-password --region us-west-2 | docker login --username AWS
--password-stdin {container_registry_url}

Note: If you receive an error using the AWS CLI, make sure that you have the
latest version of the AWS CLI and Docker installed.

■ Build your Docker image using the following command. For information on building
a Docker file from scratch see the instructions here . You can skip this step if your
image is already built:

docker build -t {app_name} .
■ After the build completes, tag your image so you can push the image to this

repository:

docker tag {app_name}:latest {container_registry_url}/{app_name}:latest
■ Run the following command to push this image to your newly created AWS

repository:

docker push {container_registry_url}/{app_name}:latest
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